POLTERGEIST: ACOUSTIC ADVERSARIAL MACHINE LEARNING
AGAINST CAMERAS AND COMPUTER VISION
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For smooth video, cameras rely on stabilizers that
cancel out sudden movements.

Stabilizers use Inertial Measurement Units (IMU)
which contain accelerometers and gyroscopes to
detect movement.

However, inertial sensors are susceptible to
acoustic attacks, which cause stabilizers to
overcorrect, resulting in blurry images.

This is the basis for a poltergeist attack (PG
attack)



POLTERGEIST ATTACK

Adversary Object Detection Algorithm Decision
m  Acoustic waves are sent from an adversary, directed
Q ® Input Output at the camera system
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W m The camera system overcorrects, causing the image
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HIDING ATTACKS (HA)

m The goal is to produce an image where the object
detector fails to identify an object of interest.

m The greater the blur, the more the object detector
(a) Car detected withowt amy motion  (b) Car detected (0.919) afier lincar (<) Nothing detected after linear mo-  (d) Nothing detected after Hnear mo-
blur (confidence score 0.997) maotion blur (slight, borizoatal) tion blur (medium, horizontal) tion blur (heavy, harizostal) Struggles to detect the SUV



CREATING ATTACKS (CA)

m The goal is to produce an image where the object
detector detects a non-existent object.

m Despite no object being present, the blur makes the
(a) Nothing detected for the original (b) Person detected (0.902) after lin-  (¢) Boat detected (0.894) after linear (d) Car detected (0.851) after lincar . . .
image without any motion blur ear motion blur (slight, horizontal) ~ motion blur (heavy, inclined) motion blur (heavy, horizontal) Ob]ect detector’ be||eve a Pe rson’ boat’ Oor car exists.



ALTERING ATTACKS (AA)

m The goal is to produce an image where an existent
object is incorrectly detected as a different object.

‘ , o — S— S— m Based on the blur, the car is detected as a bus, bottle, or
(a) Car detected without any motion (b) Car is misclassified as bus (0.99) (¢) Car is misclassified as boule (d) Car is misclassified as person
blur (confidence score 0.979) after linear motion blur (slight, verti- (0.439) after rotational motion blur (0.969) after rotational motion blur

cal) (slight, anticlockwise) (heavy, anticlockwise) Pe rson .



DESIGNING AN EFFECTIVE ATTACK

CREATING A BLUR MODEL




ADVERSARY ASSUMPTIONS

m Black-box Object Detector
m The adversary has no prior knowledge of the object detector
m The adversary can obtain the classification results and confidence scores
m Camera and Sensor Awareness
m The adversary can acquire and analyze a camera of the same model used in the target system

m Attack Capability

m The adversary can set up an ultrasonic speaker along the roadside, attach speakers inside the vehicle, or control a
compromised onboard speaker system in the target vehicle



BLUR PATTERN MODELING

= Camera stabilization motion has up to six DOFs (degree-of-freedom)

= M ={ay, ay,a;, w0, w0y, w0, }
= Camera motions can be converted into pixel motions

= Three types of pixel motion (pitch and yaw are excluded since they require additional pixel information)
= {anay}
= {a}
= {o]}

= Pixel motions can be converted into Blur Patterns

= Each pixel motion has an equivalent blur pattern
" Linear

= Radial

=  Rotational



MOTION BLURS PART |

Linear Motion Blur Radial Motion Blurs

m  Blur pattern caused by linear pixel motions (x,y) m  Blur pattern caused by radial pixel motions towards
or away from center image (z)

(a) The truck in the clear image (left) is hidden after blurring (right).

(right).
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MOTION BLURS PART 2

Rotational Motion Blur Heterogenous Motion Blur
m Blur pattern causes by rotational motions along an m  Blur pattern that combines the linear, radial, and
arc rotational blur. Can simulate any combination of each

motion blur

m Equation returns the entire blurred image
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OBJECTIVE FUNCTIONS

Assuming a black-box object detector, we can represent the predictions as:
= Y, =(B;,SP,C, Sf
®  B;,(; are the bounding box and class of prediction

# SiB,SiC are the corresponding confidence scores
= Y, is the prediction
Hiding Attack (HA)

= The product of S7,S¢ should be less than the threshold that determines whether an object exists

Creating Attack (CA)

= The product of SZ, S5 should be larger than the threshold that determines whether an object exists
= Bounding box intersection needs to be minimized to guarantee we are not altering an object
Altering Attacks (AA)

= The product of S?’,S¢" should be larger than the threshold

= Bounding box intersection needs to be maximized to make sure we are altering an object



LAUNCHING THE SENSOR ATTACK
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Attack utilizes the sampling deficiencies at the
analog-to-digital converter (ADC)

Find the acoustic resonant frequency

m Perform a frequency sweep until output measurements
deviate from normal

Shift the acoustic resonant frequency to induce a
direct current alias at the ADC

Control the desired output signal by transmitting

arbitrary information signals over another carrier

signal.

m  Amplitude Modulation:Varying the amplitude of the
carrier signal overtime.

m  Phase Modulation:Varying the phase of the carrier signal
overtime



EVALUATION

COMPARING PG ATTACKS AGAINST OBJECT-DETECTION SYSTEMS




SIMULATION EVALUATION

m Used the BDDI00OK and KITTI driving datasets
m  Both datasets are large and diverse datasets for computer vision evaluation
m The images were blurred and tested against commercial and academic object detectors

m  Found that hiding attacks (HA) have a 100% success rate against black-box object detectors

m Creating attacks (CA) and Alerting attacks (AA) had high success for untargeted attacks, but much less success
for targeted attacks



SIMULATION EVALUATION

Creating Attacks

“Black-box Creating Overall Attack Success Rate
Detector Attack KiTTI
Untargeted’ 69.5% 80.0%
Scenario-targeted” 68.5% T1.0%
YOLO 16.6% person (12.0%), car (37.5%), 19.7% person (31.046), car (38.0%),
V3 Targeted' Ao truck (8.5%), bus (7.0%), Ave. truck (8.5%), bus (7.0%),
(AVE) | (eathic light (13.5%), stop sign (1.0%) AVE) | ratfic light (10.5%), stop sign (3.05%)
Untargeted 93.0% 91.5%
Scenario-targeted 883% 85.0%
YOLO 34 3% person (42.3%), car (83.5%). 11.6% person (32.5%), car (72.5%).
v4 Targeted EA;gll truck (30.04%), bus (12.5%), (Av ) truck (31.5%), bus (10.0%),
| | uaffc light (34.5%). stop sign 2.5%) | ‘M8 | waffic light (22.5%). stop sign (0.5%)
Untargeted 97.5% 96.5%
Scenario-targeted 96.0% 95.0%
YOLO 37.7% person (S7.5%). car (N.3%), 19.8% person (71.0%), car (87.0%),
V5 Targeted (Av "I truck (23.5%), bus (14.0%), (Av ) truck (25.5%). bus (9.5%),
&)\ traffic light (37.5%). stop sign (3.0%) | & traffic light (40.5%). stop sign (5.5%)
Untargeted 97.4% 97.9%
Faster Scenario-targeted 95.9% 96.9%
R-ONN 17.9% person (65,05, car (88.7%), 40.9% person (88, 156), car (80,45 ),
Targeted (Av 3 truck (19.6%), bus (30.9%), (Ave) truck (12.4%), bus (31.4%),
E) | raffic light (20.1%), stop sign (3.1%) &) | raffic light (16.0%), stop sign (16.5%)
Untargeted 91.2% 96.0%
Apolio Targeted 40.2% person (474%), car (79.9%), 46.2% person (67.7%), car (83.8%),
(Avg.) truck (18.0%), bus (15.5%) (Avg.) truck (15.2%), bus (18.2%)

Altering Attacks

" Black-box Altering Overall Attack Success Rate
Detector Attack KITTT
Untargeted' 91.8% 98.7%
Soanaris thratiad 8IT% 00— O0U™ (82.T%), 06.9% | 00T = 00U (96.8%),
i (Avg) 00U —+ 001 (75%) (Avg) 00U —+ 001 (100%)
YOLO Top 5: bus — car (1005), Top 3: bus — car (1007%),
V3 | 237% stop ;\fgnx = car lll)lﬂ’& ) 19.8% lruck - cur.|92.9‘!:v
Targeted (Avg.) truck — car (96.7%). (Avg.) traffic light — car (34.2%),
bus — truck (88.9%), 5 bus —+ person (83.3%),
o traffic light < cur (77.8%) I} bus — truck (66.7%)
U d 98.1% 97.2%
Scenario-targeted 9T9% OO0l = 00U (978%), 936% 00l = 00U (953%),
(Avg.) 00U — OO0I (100%) (Avg) 00U — OO0I (97.3%)
YOLO Top 5: bus — car ([00%%), Top 5: bus —+ person (T00%),
v4 truck —» car (97.8%), truck - car (96.5%),
32.3% 28.3%
Targeted "';V ) car — person (95.6%), (-A: ) bus — car (95.9%),
& person — car (90.1%), & car — person (82.3%),
car — truck (73.2%) car — truck (77.9%),
Untargeted % 99.6% o 99.3%
- 25 001 — 00U (98.1%), 971% 00l = 00U (96.9%),
Sccnario-targeted | (40 00U — 00! (100%) (Avg.) 00U — 00l (99.6%)
YOLO Top 3: truck — car (978%), Top 3: bus — person (100%),
Vs bus — car (97.2%). , bus — car (100%),
34.1% eowh 324% )
Targeted ;A;g ) traffic light < car (90.3%), (Avg.) truck —+ car (92.1%)
8 person —» car (89.2%), . bus —» truck (85.2%)
person — truck (76.2%) person — car (81.1%)
Untargeted 98.0% 99.4%
s 95.5% 00T — 00U (953%), 972% 00l = 00U (96.9%),
Scenario-targeted | (ave) 00U - 001 (100%) (Avz) 00U —+ 001 (100%)
Rutad Top Sh‘:‘lmcl — :;A’r.;‘N 2%), Top 3: bus — pﬂ.\gt; :J(XW h
c= 15 —+ car (92 5 car — person (97.6%),
RCNN Targeted ;"X:q’ person — car (75.9%) :2“)({" truck — car (97.4%)
& stop sign — person (75.0%), & stop sign — person (95.7%),
person —+ bus (70.1%) truck —+ person (92.3%)
U d 67.0% T3%
Top 3 truck — car (76.0%). Top 3: wuck = car (73.0%).
” person — car (75.0%). person — car (70.2%),
Agpollo Targeted ('::‘S"] bus —+ car (68.4 ::‘Z‘I bus  car (667%).

bus —+ truck (2

person — truck (25.8%)

truck ~+ bus (25
bus — truck (25.06%)
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Camera Resolution

Found no performance loss using different quality cameras



REALWORLD ATTACK

T m Used Faster R-CNN

[ TR

Uninterrupted =
Power Supply
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_ Ultrasonic Spe ker Seenes

Attacks City Lane City Crossroad Tunnel Campus Road
Goal [ SR Goal [ SR Goal | SR Goal | SR
Hiding hide a “person” | 98.1% hide a “car” 100% hide a “car” 100% hide a “car” 95.2%
Creating | creute a “truck™ | 17.1% || create a 'bux 75.7% create a k™ 439% || create a “person” | 37.9%
R AN P, e e o R P . — v Vierattie Lobht™ 1 e ‘; Bnge?®. .
Altering alter Jhc.u 81.4% ~alter a “car™ 544 || Alera n::aﬂu hguhl 15.0% aﬁ;rf car o e
into a “bus” into a “boat” into a “person nto a “person

. Ground Truter-; e | . "Target
" SMa hone "'"k ] ‘




REAL WORLD LIMITATIONS
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m A more powerful audio device is needed to conduct o G
-
the attack from larger distances x -
g |_ 0 '_-'-" T T T T T
m  |OW s needed to conduct an attack from |.2 m away 0 20 40 .60 80 100 120
_ _ . Attack Distance (cm)
m Other noises could disturb the effectiveness of the
attack —~ 0.8 »
n T , ”
o . S 0.6 - -&- White noise S
m Minimal interference was found © People talking //.
L 0.4 —e- Sine wave —0’,
= . -
) _ -
(Vp] 0.0 . PN R Y v TSN WV W
50 55 60 65 70 75 80 85

Signal Strength (dB)



COUNTERMEASURES

Physical Safeguards

m Surround the inertial sensor with MEMS fabricated
acoustic metamaterial

m  Reduces susceptibility of the inertial system to resonant
acoustic signals

m  Secure a low-pass filter to eliminate out-of-band analog
signals

m  Reduces adversaries' ability of controlling the sensor output
via signal aliasing

m Attach a microphone to the sensor which can detect
acoustic injection, alerting the system to a potential
attack

Software Safeguards

Digital stabilization by de-blurring images

Sensor Fusion

m More cameras, LiDAR, radars

Object Detection Algorithms

m  Remove adversarial blur patterns via a guided de-noiser

m Improve detection models by increasing detection criteria



QUESTIONS??




BINJGEAN [@]\\

m How would you conduct a poltergeist attack against
this Tesla Model Y? Is it feasible at all?

Front facing Autopilot cameras are located at 3 (one on
each B pillar) and 4 (3 cameras on the rear-view
mirror)

Rear racing cameras are located at 5 (one on each side
fender) and | (above license plate)
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