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Evasion attack

Image reference:
https://www.plugandplaytechcenter.com/resources/machine-learning-security-3-risks-be-aware/



Attack methods



attack methods
• In distribution
• Out of distribution
• Lenticular



Classification pipeline
• Detection
• classification



Attack pipeline



How to make it real?
• Generate physical robust adversarial examples



Lenticular attack
• Lenticular Printing attack is motivated by the key

insight that the human driver and the vehicle 
mounted camera observe 



results



What about defense?
Adversarial training cannot defend against 
Lenticular Printing and Out-of-Distribution 



Discussion points
• They are using their own classifier for detection and 

recognizing the signs. 

• Where are the logos ? Are they looks like the signs? 

• This method is useful for AR?


