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Introduction

● Computer vision uses Deep Neural Networks (DNN)
○ DNNs are weak to adversarial perturbations

● Most previous adversarial examples work in the digital space
○ What about when adversarial perturbations are added to the physical objects itself?

● Viewpoint of object creates challenging difficulty
○ Adversarial attack must be robust

● Goal: make stickers and posters that lead to misclassification



Adversarial Perturbations for Physical Objects

● Attack must fit on sign
○ Cannot modify background

● Attack must be printable
○ Printers have limitations and tolerances

● Attack should ‘blend in’
○ Perturbation should look subtle or like graffiti

● Regularize the optimization using Lagrangian-relaxed form (L1)
○ Makes the optimization sparse, meaning focus on hitting the model where it is weakest

● Sample many different signs in many different conditions
○ Different distances, backgrounds, and angles
○ Samples are randomly cropped, brightness is changed, and spatially transformed
○ Helps make the attack more robust
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Experiments

● Two classifiers used
○ LISA-CNN and GTSRB-CNN, with 91% and 95% accuracy respectively
○ Both classifiers use LISA stop sign images

● Two different test types
○ Stationary lab test
○ Moving vehicle test
○ Images taken at various distances and angles

● Lighting not controlled in different settings
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Thoughts

● Paper focuses on white-box setting
○ Model accessible 
○ Model can be extracted from black-box
○ Technique not useful against systems without meaningful access

● Attack focuses on single model. Model is only part of a cyber-physical system
● Hard to prevent detection, Jiajun Lu et al. 2017

Sharif et al., Accessorize to a Crime: Real and Stealthy Attacks on State-of-the-Art Face Recognition, 2016


